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Figure 2 Donut charts illustrating the percentage of grid points where the methods perform best across target weeks and lead times 
for BSS90. The ratios are calculated based on skillful grid points only (i.e., BSS90 > 0). The skillful grid ratio (i.e., number of 
skillful grid points / total number of grid points) for each case is also shown above each subfigure. The inner chart displays the 
percentage of skillful grids where each of the four groups of statistical downscaling methods performed best, while the outer chart 
presents the same information for each of the ten best-performing methods.

Figure 3 BSS90 for CFSv2-SLP over the North Atlantic region under 
Target Week 1 and lead time 3 conditions. BSS90 values at the grids with 
black dots are statistically significant at the 95% confidence level. 

Figure 4 WRs obtained for the first target week of the Paris 2024 
Olympics. "T. Week" on the figure refers to the "Target Week". The red 
square indicates the study domain (i.e., the Paris region).

Figure 5 Distributions of BSS90 skill scores for analog, linear-, and logistic-regression models built with daily and weekly 
data. Boxplots show BSS90 values across all grids; dark gray shading highlights areas with negative skill. 
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Figure 1 BSS90 of subseasonal temperature predictions for Target Week 1. BSS90 is computed over the 1999-2018 
period. The first column displays the spatial distribution of the BSS90 calculated for the CFSv2 data in their native 
(coarse) grid while columns two to four respectively show the maximum, median and minimum skill values among the 
27 tested downscaling methodologies for each grid point. BSS90 values at the grids with black dots are statistically 
significant at the 95% confidence level. The rows show the results for increasing lead times (from 1 to 4 weeks in 
advance). Negative skill values are shaded yellow. ESD: Empirical Statistical Downscaling.

Table 1: Summary of the study

Downscaling 
methods

★ Bias correction
★ Linear regression
★ Logistic regression
★ Analogs

Variable Temperature

Prediction system
CFSv2 (Res:~0.937x~0.937, 12 
ensemble members)

Hindcast period 1999-2018

Reference data CERRA (0.05° x 0.05°)

Lead time
0, 1, 2, 3 -> (1, 2, 3, 4 weeks 
before the mid-day of the 
target week)

Skill metrics
★ Brier score 10%
★ Brier score 90%

Target weeks
★ 3rd week of July 
★ 4th week of July 
★ 1st week of August

Introduction1

Global warming raises the risk of extreme summer heatwaves, threatening outdoor events like the 

Paris 2024 Olympics. Subseasonal forecasts from global climate models (GCMs) offer valuable 

weekly information several weeks ahead, but their coarse resolution limits local-scale applications. 

We developed a framework to statistically downscale subseasonal forecasts and assessed the 

performance of 27 different methods using retrospective forecasts for the Paris Olympics.

The scientific questions investigated in this study are as follows:

❖ Can GCM skill be improved through statistical downscaling? If so, what is the source of this 

enhancement?

❖ Under what conditions can the use of large-scale variables or weather regimes provide added 

value in downscaling local-scale temperature forecasts?

❖ Do models built with daily data perform better than those built with weekly data in predicting 

temperature extremes at the subseasonal scale?

❖ Do the best methods depend on how long in advance the data is produced (i.e., lead time) or the 

target week?

Conclusions4
❖ GCM skill can be improved through statistical downscaling; however, method selection is not trivial. While some 

methods enhance the skill, others may reduce it. The source of improvement varies across methods, but in general, key 

differences between raw GCM outputs and statistically downscaled data originates from interpolation, cross-validation, 

predictor selection, and the inclusion of observational information.

❖ Integrating weather regimes only improves the downscaling process when the specific weather regime is itself accurately 

predicted.

❖ Downscaling approaches based on weekly data tend to outperform those relying on daily data at the subseasonal scale.

❖ Although the best-performing method varies by case, Analogs and lr-9nn often yield better results, likely because they 

capture both spatial and temporal patterns by scanning broader domains.

Results3
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Methods2

Downscaling 
Methods

Analogs 
(MOS, PP)

Bias correction 
(MOS)

Linear regression 
(MOS) 

Logistic regression 
(MOS)

Perfect prognosis (PP)

Different analog numbers (1, 5, 15)

Hybrid with weather regimes

Bicubic interpolation + 
variance inflation
Conservative  interpolation + 
variance inflation
Bicubic interpolation + 
basic linear regression
Conservative  interpolation + 
basic linear regression

9 nearest neighbour with principal 
component pre-filtering

Bicubic interpolation + 
variance inflation
Conservative  interpolation + 
variance inflation

★ We used an extended-window approach, 

incorporating the two weeks before and after 

the target week in both downscaling and skill 

evaluation. 

★ MOS: both predictor and predictand: 

temperature

★ PP: predictor: North Atlantic mean sea level 

pressure; predictand: temperature

★ All methods were tested with daily and weekly 

data

Model output statistics (MOS)

★ Duzenli et al. 'Exploring the potential of statistical downscaling 

methodologies for high resolution subseasonal temperature forecasts 

during the Paris 2024 Olympics (in review).


